Perceptual decision making is supported by a hierarchical processing cascade
in both biological and artificial neural networks
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